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H I G H L I G H T S  

• An improved vehicle-track coupled dynamic model uncovers previously unexplored intricate characteristics of rail vibrations. 
• A novel event-driven enhancement method is proposed to maximize the energy collected across varying rail-line conditions. 
• Cluster analyses are performed to identify representative configurations for streamlining design complexity. 
• The robustness of representative designs is validated across diverse railway scenarios.  
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A B S T R A C T   

Piezoelectric energy harvesters (PEHs) hold promises for revolutionizing railway structural health monitoring 
(SHM). However, the challenges of designing high-robust PEHs for handling complex and ever-shifting vibrations 
in practical railway scenarios remain formidable. Unlike conventional methods that align the fundamental fre-
quency of the PEH with the dominant frequency of the vibration source, this study employs an event-driven 
enhancement method. This study commences by employing a high-fidelity dynamic model of the PEH and an 
advanced vehicle-track coupled dynamic model to evaluate energy harvesting efficiency across various railway 
scenarios. The vehicle-induced track vibrations are predicted across various train speeds, track structures, and 
track irregularities, considering 12 distinct vehicle-track conditions and totaling 3600 simulation datasets, each 
representing a specific event. We employ the particle swarm optimization (PSO) algorithm to identify optimal 
PEH designs for different events. To streamline this process, instead of offering one optimal solution for each 
event, we employ the K-means algorithm to cluster similar events. Subsequently, we choose the centroid design 
for each cluster as the representative solution for events within that cluster. This approach allows us to use a 
limited number of representative PEHs to effectively address most events across different clusters. Finally, we 
thoroughly examine and evaluate the dynamic responses of these representative designs to demonstrate their 
robust performance. This study explores PEH design optimization from a fresh perspective, bridging the gap 
between theoretical design and practical implementation in rail transportation systems.   

1. Introduction 

The surge in rail transportation has led to a significant extension of 
railway tracks. In the years ahead, the development focus will shift from 
massive construction efforts to intelligent operation procedures, 

maintenance practices, and health monitoring of railways [1,2]. This 
transition will necessitate the deployment of millions and even billions 
of sensing and communication devices along railway networks to ensure 
their safe and efficient operation [3–5]. The conventional reliance on 
chemical batteries to power these devices has resulted in substantial 
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economic expenses and raised environmental concerns. Therefore, there 
is a pressing demand to explore alternative and sustainable energy 
sources for sensor systems alongside railways. Vibration energy har-
vesting has emerged as a promising solution capable of harnessing the 
abundant vibration energy in the ambient environment and converting 
it into electricity [6–8]. 

Recent years have witnessed extensive research on utilizing energy 
harvesters to power low-consumption monitoring systems along railway 
tracks [9–12]. Considerable efforts have been devoted to customizing 
and developing innovative energy harvesters for applications in railway 
systems, considering the unique environmental characteristics of 
various scenarios [5,13]. Notably, piezoelectric energy harvesters 
(PEHs) have garnered significant attention due to their compact sizes, 
ease of integration, and high power densities [14–16]. One common 
application in this field is the utilization of PEHs to harvest energy from 
track vibrations [17–21]. Different PEH designs have exhibited varying 
power generation capacities, with some studies reporting maximum 
power outputs in the milliwatt range [20,22] Such power levels suggest 
that these PEHs have the potential to produce ample energy for real-time 
data collection and transmission, thereby aiding in track condition 
assessment and maintenance planning [23–25]. 

Among various PEH designs, one focus has been placed on examining 
cantilevered beams coated with piezoelectric patches due to their simple 
and robust structural configuration [26,27]. Typically, PEHs are 
designed for low-frequency applications, resulting in relatively large 
beam length-to-thickness ratios. Therefore, the Euler-Bernoulli beam 
theory has been widely adopted as a simplified yet effective approach for 
modeling PEHs [28,29]. More sophisticated models have been devel-
oped to account for the effects of rotary inertia and shear strains [26,28]. 
These include the Kirchhoff-Love plate models, which are more appli-
cable for thin structures and have been used in tandem with the finite 
element method (FEM) and isogeometric analysis (IGA) to enhance 
modeling accuracy [30,31]. The Timoshenko beam theory, which in-
corporates the effects of rotary inertia and shear strain, has also been 
utilized to improve the accuracy of PEH modeling [32]. Existing 
research underscores the potential of PEHs to provide viable power so-
lutions for wireless electronics, particularly when operating near their 
natural frequencies. Cantilevered beam designs in unimorph or bimorph 
configurations are particularly prevalent in this regard [33,34]. 
Regrettably, the narrow bandwidths of traiditional PEHs have con-
strained their performance. This constraint has spurred a variety of in-
ventive designs intended to enhance the efficiency of PEHs. 

To address this challenge, researchers have embarked on the quest to 
diversify mechanisms in PEHs. They have proposed innovative designs 
to enhance the performance of PEHs by incorporating features such as 
flow-induced excitations [35–37], mechanical stoppers [38,39], spiral 
springs [40,41], multilayer piezoelectric transducers, ball-screw mech-
anisms [42], and magnetic masses [43–46]. These designs have 
demonstrated improved energy conversion efficiency, resulting in 

higher output voltages and enhanced overall performance for various 
applications. In addition to piezoelectric energy harvesting, other 
transduction mechanisms, such as electromagnetic [47–49], triboelec-
tric [39,50], and electrostatic [51], have also been explored. Some 
studies have even ventured into developing hybrid energy harvesting 
systems by combining two or more of these transduction mechanisms 
[52,53]. A composite piezoelectric-electromagnetic device proposed by 
Han et al. [54] exemplifies the advancement in hybrid energy harvesting 
technology. Their design offered a self-powered sensing solution for 
vehicle monitoring, which underscored the potential of integrated ap-
proaches in enhancing the efficiency and sustainability of transportation 
system operations. These hybrid systems leverage the strengths of 
multiple transduction mechanisms to boost power outputs and energy 
conversion efficiency. Moreover, prior studies have pioneered the 
development of self-powered triboelectric accelerometers for railway 
health monitoring. Their findings have validated the feasibility of har-
nessing vibration energy for powering wireless sensor network nodes 
[12,55]. Self-powered wireless sensor networks hold significant promise 
for monitoring railway tracks, potentially leading to reduced mainte-
nance expenses and improved safety and reliability of railway trans-
portation systems [24,25]. 

Empirical studies have validated that employing well-designed PEHs 
in railway systems for continuous or intermittent self-powered mea-
surements and health monitoring is technically viable. However, delving 
into the realm of railway vibration energy harvesting poses persistent 
challenges, as depicted in Fig. 1. A significant limitation observed in 
most previous PEH designs is their narrow operation bandwidths. 
Despite some initiatives that aim to widen this range, PEHs still show 
remarkable sensitivity to even minor fluctuations in rail vibrations. This 
susceptibility is particularly pronounced when railway vibrations 
encompass a broad spectrum of frequencies. Earlier designs often failed 
to consider the intricacy and variability of real-world rail vibrations 
[56]. Moreover, existing design methodologies primarily focus on 
adjusting the harvester’s resonant frequency to match a specific target, 
typically the dominant excitation frequency. However, singular excita-
tion events may simultaneously coincide with numerous viable config-
urations, many of which potentially span multiple events. The extant 
designs largely bypass the adaptability and versatility of these config-
urations. Compounding these issues is a discernible methodological gap, 
and no comprehensive studies have ever been carried out to address 
these concerns. Therefore, a robust and adaptable PEH enhancement 
method is imperative to maximize energy harvesting efficiency by tak-
ing account of the intricacies of rail vibrations, thereby bridging the gap 
between laboratory research on PEHs and practical applications. In this 
regard, a recent work by Peralta et al. [57] represented a significant 
advancement in applying classical mathematical modeling techniques, 
specifically optimization and clustering analysis, to energy harvesting. 
Their innovative approach involved optimizations centered around 
various representative acceleration events, then clustering the outcomes 

Fig. 1. Technical issues and challenges in harvesting rail vibration energy using PEH.  
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to identify several optimal candidates. The framework proposed in [57] 
represents a generic method applicable across diverse design scenarios. 

In this work, we introduce an advanced vehicle-track spatially 
coupled dynamics model that can unveil the intricate characteristics of 
rail vibrations, which is a pivotal aspect that has been notably absent in 
the previous rail vibration energy harvesting research. Leveraging this 
pioneering foundation, we employ an event-driven PEH enhancement 
method proposed in [57] and adapt it to address our specific challenge 
within the railway track vibration scenario. The optimization process 
involves the identification of optimal designs for a representative subset 
of events, followed by the clustering of optimal candidates to pinpoint 
the most promising solutions. The performance of these selected designs 
is subsequently assessed through continuous vibration energy harvest-
ing. Furthermore, by retracing the rail vibration events corresponding to 
the results obtained from cluster analysis, this study offers a deep insight 
into the underlying rationale of the cluster analysis from the perspective 
of the spectral components of rail vibrations. These analyses uncover the 
critical factors related to rail-line conditions that significantly influence 
the design parameters of PEHs. Ultimately, our study evaluates the 
robustness of various PEH configurations across diverse railway sce-
narios. The most suitable design for powering rail-side sensing systems is 
identified by comparing the output power density of these potential 
configurations, showcasing their significant adaptability in a broad 
spectrum of railway scenarios. 

The subsequent sections of this paper are organized as follows. 
Section 2 introduces the proposed event-driven enhancement method 
tailored for PEH applications in railway vibration energy harvesting. 
Section 3 presents the formulation of a distributed parameter model for 
a partially covered PEH and an advanced vehicle-track spatially coupled 
dynamics model. In Section 4, a comprehensive analysis is presented, 
delving into the characteristics of excitations in the examined scenarios 
based on a representative sample of rail vibration events. Section 5 
conducts a cluster analysis and a rigorous performance assessment, 
serving as a validation of the proposed optimization framework. Finally, 
Section 6 summarizes the conclusions derived from this study. 

2. Event-driven PEH optimization strategy 

2.1. Overview of PEH design 

The main focus of this study is to optimize a vibration energy 
harvester and examine its energy harvesting performance, making it 

suitable for practical railway track applications. As shown in Fig. 2(a), 
the energy harvesting system is fixed on the rail at the mid-span position 
between two rail fasteners using a clamper, and it is excited by rail vi-
brations. As can be seen in Fig. 2(b), the PEH device comprises three 
modules: the piezoelectric layer, the substrate layer, and the tip mass. 
The piezoelectric cantilever beam is the key component to convert vi-
bration energy into electricity. Train-induced vibrations provoke the 
resonance of the piezoelectric cantilever beam, leading to the generation 
of alternating mechanical stress in the piezoelectric material and, thus, 
voltage because of the piezoelectric effect. The theoretical model for 
describing this process will be elaborated on in Section 3.1. The PEH is 
mounted to the rail via a bolt connection. Thus, the vibrations present in 
the railway track can propagate and transfer to the PEH. The circuit 
module connects to the piezoelectric patch and regulates the harvested 
current, effectively supplying power to the sensing and communication 
modules. 

Fig. 2(c) shows the schematic of the PEH. The left side of the beam is 
clamped to the base. The thickness and length of the host beam are hs 
and Ls (Ls = L1 + L2). The host is covered by a piezoelectric layer of 
thickness hp and length Lp (Lp = L1). The piezoelectric transducer is 
shunted to a resistive load Rl. The subscripts s and p denote the host 
beam and the piezoelectric layer, respectively. The subscripts 1 and 2 
represent the segments with and without the piezoelectric layer, 
respectively. A concentrated mass Mt is attached at the tip of the beam to 
tune its fundamental natural frequency. Fig. 2(d) shows the cross- 
sectional view of the beam, where ha is the position of the bottom of 
the substrate layer to the neutral axis. The widths of the host beam and 
the piezoelectric layer are bs and bp, respectively. hb and hc are the po-
sitions of the bottom and top of the piezoelectric layer to the neutral 
axis, respectively. hpc is the position of the center of the piezoelectric 
layer to the neutral axis [58]. 

2.2. Event-driven optimization strategy 

In developing our optimization strategy for harvesting vibration 
energy from railway tracks, we build upon the conceptual framework 
established by Peralta et al. [57] and extend it to tackle the specific 
challenges presented in the railway context. Our strategy, which also 
uses the optimization algorithm and clustering analysis as in [57], is 
specifically adapted to accommodate the wide frequency band and 
strong stochastic characteristics of railway vibrations. In general, it 
consists of four tailored steps: 

Fig. 2. The architecture of the piezoelectric energy harvester, i.e., a cantilevered piezoelectric beam consisting of a piezoelectric layer bonded to a main substructure: 
(a) installation location of PEH in actual railway scenarios; (b) detailed view of PEH; (c) side view of PEH structural schematic; (d) end view of PEH struc-
tural schematic. 
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Step 1. Simulate rail vibrations induced by train operations in 
realistic railway scenarios and generate a sample database (each data is 
referred to as an event in this study); 

Step 2. Optimize the design of the piezoelectric energy harvester 
(PEH) for each event; 

Step 3. Perform clustering analysis of event-driven optimal geome-
tries and classify the design candidates; 

Step 4. Evaluate the energy-harvesting performance of the candi-
dates obtained through clustering analysis over long time windows. 

The purpose of Step 1 is to simulate the dynamic responses of wheel- 
rail coupled systems during train operations on railway tracks. The vi-
brations in the vehicle-track coupled system are primarily caused by 
disturbances in the wheel-rail system. An event-driven sample database 
can be obtained by performing dynamic numerical simulations of rail 
vibrations considering track irregularities of different track spectra. This 
database allows for inferring the variability in optimal geometries 
considering a relatively large number of events, with rail vibration ac-
celeration for each working condition referred to as an individual event. 
The rail excitations database will be presented in Section 4. 

Geometry optimization in Step 2 is independently performed for 
each event, with a total of Nevent events being considered. In the sche-
matic view shown in Step 3 of Fig. 3, each dot represents the optimal 
design variables gi independently obtained for each event. The objective 
function can be modified; for instance, the optimization in this study 
considers energy per unit mass. In the current research, six design var-
iables are considered, including: 

gi = {Ls, l, h, bs,w,Mt} (1)  

where Ls represents the substrate length; l denotes the ratio of piezo-
electric layer length to the substrate length (l = Lp/Ls); h stands for the 
ratio of the piezoelectric thickness to the substrate thickness (h = hp/hs); 
bs denotes the substrate width; w refers to the ratio of the piezoelectric 
layer width to the substrate beam width (w = bp/bs); and Mt is the 
concentrated mass at the free end of the piezoelectric cantilever beam. 
Subsequently, the Particle Swarm Optimization (PSO) method will be 
employed to optimize each individual event. 

Evaluating the performance of a PEH involves comparing its output 
voltage and/or power, which is an effective indicator in dealing with 
simple harmonic external excitations. However, the vibration spectrum 
of the rail is broad and complex due to track irregularity and vehicle- 
track coupling, resulting in broadband excitations and making rail vi-
bration energy harvesting challenging. Prior research suggested that 
simply adjusting the natural frequency of the PEH to match the domi-
nant fundamental excitation frequency may not yield the maximum 
energy [57]. Thus, to ensure that the PEH can harness the maximum 
energy, choosing the harvested energy density as the performance in-
dicator in the optimization study is more reasonable. In this section, the 
optimization problem for a single event is formulated as 

gobj = arg max
gi∈G

ei∈Event

|f (gi|ei) | (2) 

The objective function f(gi|ei) represents the energy density, defined 
as the total energy harvested by a PEH divided by its total mass. Efficient 
evaluation of PEH performance is facilitated through energy density, a 
pivotal performance indicator in the optimization process [59,60]. 
Computing the total harvested energy by integrating the output voltage 
over time while considering the optimal load resistance for each PEH 
configuration enables a comprehensive assessment of energy harvesting 
efficiency. The total mass of the PEH is determined by three essential 
components: the cantilever substrate, the piezoelectric element, and the 
tip mass. This chosen metric is aimed at prioritizing efficiency in 
compact and lightweight designs, a crucial aspect in practical energy 
harvesting scenarios. To study the variations in optimal geometries 
arising from different events, we employ the PSO method to optimize 
each event with a population of thirty particles. PSO is an effective meta- 
heuristic algorithm inspired by the social behavior of birds flocking and 
fish schooling, particularly well-suited for solving non-convex problems, 
such as those involving nonlinear, multimodal, and high-dimensional 
search spaces [61]. The iterative nature and computational efficiency 
of the PSO algorithm make it a popular choice for complex optimization 
problems. 

In the process of optimizing the geometric parameters of the PEH 
based on events, choosing the external electrical resistance (Rl) requires 
special attention due to its significant impact on power generation, as 
discussed in other works [18]. In this regard, when assessing the fitness 
of particles using the objective function, f(gi|ei), the electrical resistance 
should be chosen to maximize the output energy. The essence of the 
optimization study in this paper is to tune the natural frequency of the 
PEH by changing the geometric parameters, making it produce the 
maximum energy under different events. Therefore, it is easy and 
straightforward that we can find the optimal load resistance by calcu-
lating and comparing the power outputs of the PEH connected to 
different load resistances. This optimization problem can be expressed 
as: 

Roptimal
l = arg max

ω∈Ω,Rl∈R
|P(ω,Rl|gi) | (3)  

where P(ω,Rl|gi) is the output power of the PEH. In Section 3.1, the 
distributed parameter model of the PEH under random excitation was 
derived. Thus, we can easily obtain the output voltage V(ω,Rl|gi) of the 
PEH by replacing ARail in Eq. (4) with harmonic excitation Accejωt, and 
thus the output power P(ω,Rl|gi). 

V(ω,Rl|gi) =

∑∞

r=1
χr

jωγr Acc
ω2

r − ω2+j2ζr ωr ω
{(

1
Rl
+ jωCp

)

+
∑∞

r=1

jωχ2
r

ω2
r − ω2+j2ζr ωr ω

} (4) 

Fig. 3. Overview of the proposed event-driven optimization strategy.  
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P(ω,Rl|gi) =
V2(ω,Rl|gi)

Rl
(5) 

The procedure is then used in the subsequent optimization processes 
to ensure consistency between the results. It should also be noted that 
the working stress and deformation should be controlled within a safe 
range to avoid material brittleness and fatigue, which were conserva-
tively set at 60% of the material’s ultimate thresholds (276 MPa for 
stress and 0.002 for strain). This was achieved through a meticulous 
verification process during optimization, where each PEH design was 
rigorously assessed against these limits for each excitation event. This 
approach not only verifies the geometric configuration of the cantilever 
beams within the strength limit of the material but also ensures the 
resilience and integrity of the PEH design under diverse and demanding 
operational conditions. 

The objective of Step 3 is to address the variability of the optimal 
geometries and to find the optimal candidates. This step is referred to as 
clustering and candidate identification. The optimal design for each 
event tends to have a natural frequency close to the primary frequency of 
rail vibrations. Consequently, it is possible to group them into clusters 
based on the geometrical parameters (design variables) using the K- 
means algorithm [62]. The clustering analysis divides the optimal ge-
ometries into groups based on their similarities. The Silhouette Method 
is to incorporated to identify the most suitable cluster number [63]. 

Upon obtaining the clustering result, the cluster centroid is consid-
ered the representative candidate of each cluster. In Step 3 of Fig. 3, 
optimal designs are grouped into several clusters highlighted in different 
colors with their centroids indicated by black crosses. Each cluster is 
represented by a centroid with a minimized average distance to the 
assigned elements in the group. These centroids provide a concise rep-
resentation of the design space, thereby reducing the complexity of the 
optimization problem. The optimal solutions are drastically reduced 
from thousands of potential combinations to only several centroid can-
didates. The selected candidate solutions will be further evaluated and 
compared to identify optimal candidates to tackle the typical scenarios. 

The final step, Step 4, assesses the total energy collected by each 
candidate obtained in Step 3 during the rail excitation period (or a 
specified time window). This step aims to select the design demon-
strating the highest energy density in scenarios sharing common char-
acteristics. The finally determined design is preferred in a real-life 
scenario because it can generate the maximum amount of energy inde-
pendently of rail traffic. In Step 4 of Fig. 3, the energy generated by 
selected candidates is shown schematically. This step will be demon-
strated and explained via several numerical examples in Section 5. 

Incorporating the optimization approach and clustering analysis into 
the design process enables exploring an extensive design space. It also 
provides a deeper understanding of the influences of the design pa-
rameters on the energy harvesting performance of the PEHs. By metic-
ulously examining the variability in these optimal configurations, the 
robustness and universality of the solutions can be ensured. The synergy 
of these methods renders proficient balancing of trade-offs among 
multiple design objectives and constraints, leading to an optimal design 
that maximizes energy harvesting capabilities while complying with 
practical limitations and requirements. 

3. Modeling and formulation 

3.1. Distributed parameter model for PEH 

Although the distributed parameter model of a partially covered PEH 
is not brand new [58], the modeling process is retrospected and sum-
marized for the sake of completeness and ease of understanding for 
readers from different backgrounds. The analytical model of the energy 
harvesting system is developed by taking into account the bidirectional 
electromechanical coupling behavior between the structure and shunt 
circuit [38,63,64]. Using the Euler-Bernoulli beam theory, the coupled 

equations of motion for the PEH, for the segments with and without the 
piezoelectric layer, are written as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E1I1
∂4w1(x1, t)

∂x4
1

+ cs
1I1

∂5w1(x1, t)
∂x4

1∂t
+ ca

1
∂w1(x1, t)

∂t
+ m1

∂2w1(x1, t)
∂t2 +

ϑv(t) ×
[

dδ(x1)

dx1
−

dδ(x1 − L1)

dx1

]

= − m1
∂2wb(t)

∂t2

E2I2
∂4w2(x2, t)

∂x4
2

+ cs
2I2

∂5w2(x2, t)
∂x4

2∂t
+ ca

2
∂w2(x2, t)

∂t
+ m2

∂2w2(x2, t)
∂t2

= − [m2 + Mtδ(x2 − L2) ]
∂2wb(t)

∂t2

(6) 

In this context, w1(x1,t) and w2(x2,t) denote the relative displace-
ments to the base motion of the beam segments with and without the 
piezoelectric layer, respectively. The terms EI, cs, ca, m, Mt, and L 
represent the flexural rigidity of the beam (E as the elastic modulus and I 
as the area moment of inertia of the cross-section), strain rate damping, 
viscous air damping, distributed mass of the beam per unit length, 
concentrated mass at the free end, and substrate length along the x-axis, 
respectively. δ(x) denotes the Dirac delta function. L1 signifies the length 
of the piezoelectric transducer, and Cp represents the piezoelectric in-
ternal capacitance. The electromechanical coupling term ϑ is deter-
mined by the dimensions and piezoelectric properties of the transducer. 
The following equation describes the linear constitutive relation for the 
piezoelectric material, 

De(x1, t) = e31S(x1, t)+ εS
33E3(t) (7)  

where S(x1, t) represents the bending strain, De(x1,t) denotes the electric 
displacement, and εS

33 stands for the permittivity at constant stress. The 
electric field in the piezoelectric transducer concerning the voltage 
across it can be expressed as E3(t) = − v(t)/hp. According to the Euler- 
Bernoulli beam theory, the average bending strain in the piezoelectric 
transducer can be represented as S(x1, t) = − hpc

[
∂2w1(x1, t)/∂x2

1
]
. 

Consequently, Eq. (7) becomes 

De(x1, t) = e31hpc
∂2w1(x1, t)

∂x2
1

− εS
33

v(t)
hp

(8) 

By integrating the electric displacement over the electrode area and 
differentiating with respect to time, the current ip(t) flowing out of the 
piezoelectric transducer can be determined, 

ip(t) = ϑ
∫Lp

x1=0

∂3w1(x1, t)
∂x2

1∂t
dx1 − Cp

dv(t)
dt

(9)  

where Cp = εS
33bpLp/hp represents the internal capacitance of the 

piezoelectric transducer. The clamped boundary condition implies that 
∂2w1(0, t)/∂x1∂t at x1 = 0. As a result, Eq. (9) becomes 

ip(t) = ϑ
∂2w1(x1, t)

∂x1∂t

⃒
⃒
⃒
⃒

x1=Lp

− Cp
dv(t)

dt
(10) 

Subsequently, the modal superposition method is employed to derive 
the closed-form solution of the electromechanically coupled equations, 
which considers the first three modal orders, helps simplify the analysis 
and enhances the efficiency of solving the coupled equations. To strike a 
balance between theoretical estimation and practical application, a 
uniform damping ratio of 0.008 is applied across the first three modes. 
This choice aligns with standard damping scenarios commonly associ-
ated with these materials. Although the PEH investigated in this study 
has a constant rectangular cross-section, the modeling of more complex 
irregular PEHs can also leverage the similar modal superposition 
method in conjunction with FEM. 
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3.2. Vehicle-track coupled dynamic model 

The classical vehicle-track coupled dynamics model can accurately 
capture the vertical and lateral dynamic characteristics of the vehicle 
and track system [1,65]. Its reliability has been extensively validated 
through many field tests. Building on this foundation, Luo et al. [66] 
derived and solved the in-plane forced vibration equation for track slabs 
by considering the longitudinal coupling effect. They systematically 
introduced a three-dimensional theoretical model for analyzing train- 
slab track spatial interactions and compared the dynamic response dif-
ferences between the proposed and conventional models. Therefore, in 
this study, we employ the advanced three-dimensional train-slab track 
spatially coupled model to compute vehicle-track interaction forces. In 
establishing the model, each vehicle is simplified as a four-axle mass- 
spring-damper system that comprises a car body, two bogies, four 
wheelsets, and two sets of suspension systems. This results in a total of 
42 degrees of freedom (DOF), as illustrated in Table 1. The vehicle-track 
coupled dynamic model is depicted in Fig. 4. 

The motion equations for each vehicle system component can be 
expressed in matrix form, resulting in a series of second-order differ-
ential equations in the time domain, 

MvẌv = Fv (11)  

where Mv is the mass matrix of the vehicle subsystem, Xv the 

displacement vector, and Fv encompasses forces such as wheel-rail 
nonlinear interactions, suspension-generated forces, and gravitational 
effects. Detailed matrices and vectors are further explained in the Ap-
pendix A. 

Based on the beam and rod dynamics theory, the model accounts for 
the longitudinal, torsional, lateral, and vertical vibrations of the rail. The 
axial and torsional vibrations of the rail are modeled as fixed-end 
constraint rods, and the bending vibrations of the rails are assumed to 
be simply supported Euler-Bernoulli beams. The motion equations of the 
track structure are solved using the modal superposition method (MSM). 
The original vibration equation is decoupled into a series of independent 
vibration equations by transforming the relationship between Cartesian 
and generalized coordinates. The dynamic responses of the system under 
each mode are then calculated. Detailed theoretical methods can be 
found in the reference [66]. 

To solve the large-scale dynamic system, we utilize the Zhai method 
[67], a fast explicit integration technique that provides stability, accu-
racy, and efficiency. A time step of 1 × 10− 4 s is used for the wheel-rail 
dynamics problem. The integration formula is as follows, 
⎧
⎪⎪⎨

⎪⎪⎩

Zn+1 = Zn + ŻnΔt +
(

1
2
+ ψ

)

Z̈nΔt2 − ψZ̈n− 1Δt2

Żn+1 = Żn + (1 + φ)Z̈nΔt − φZ̈n− 1Δt
(12) 

Table 1 
DOFs of each vehicle.  

Vehicle component Longitudinal motion Lateral motion Vertical motion Roll 
motion 

Pitch motion Yaw 
motion 

Car body Xc Yc Zc Φc βc Ψc 

Bogie (i = 1– 2) Xti Yti Zti Φti βti Ψ ti 

Wheelset (i = 1– 4) Xwi Ywi Zwi Φwi βwi Ψwi  

Fig. 4. The spatial vehicle-track coupled dynamic model: (a) front view, (b) left side view and (c) top view.  
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where Z, Ż, and Z̈ represent the displacement, velocity, and acceleration, 
respectively; Δt denotes the integral time step, and the subscript n sig-
nifies the time at t = nΔt; φ and ψ are integral control parameters. Given 
the initial conditions of the system, the time-history dynamic responses 
of the vehicle-track coupled system can be computed stepwise using the 
integral recursive formula. 

4. Rail vibration database 

Existing literature suggests that a higher output power can be ach-
ieved by matching the first two natural frequencies of the PEH with the 
first natural frequency of the rail and the wheel-rail coupled resonant 
frequency [17–19]. However, this design aims to collect energy from 
track vibrations under specific conditions and locations without full 

consideration of the variability and complexity of the track vibration 
spectrum in real train operation scenarios [68]. Factors such as train 
speed, vehicle characteristic length, track characteristic length, and 
track geometry irregularities affect the rail vibration frequency [69–71]. 
Any changes in these factors may impact the vibration characteristics of 
the wheel-rail coupled system, resulting in a change of the rail vibration 
frequency and deteriorated PEH energy harvesting performance. 
Therefore, in the practical application of PEHs in harnessing rail vi-
bration energy, it is essential to consider the complexity of the actual rail 
vibration spectrum. 

4.1. Dynamic parameters 

Disturbances in the wheel-rail system are the fundamental cause of 
vibrations in the vehicle-track coupled system. Hence, it is crucial to 
understand the forms and morphological features of system excitation 
before generating a rail vibration database. To ensure that the generated 
rail vibration data can capture the complexity and variability in actual 
operational conditions, this study, based on advanced vehicle-track 
coupled dynamics theory, considers the effects of train speed, track 
type, and track irregularity on rail vibration. Numerical simulations 
were performed for 12 different operational conditions (Table 2), chosen 
to comprehensively represent the operation conditions that typically 
exist in subway systems. This diversity ensures that our analysis reflects 
real-world variability. Each condition was analyzed with 300 events, 
and the sample size was determined through convergence analysis to 
yield consistent clustering results, underscoring the robustness of our 
findings. In this context, MST denotes monolithic slab tracks, and FST 
refers to steel spring floating slab tracks. Two conditions of track ir-
regularity are also considered: GR, an acronym for “good rail irregu-
larity”, refers to simulation scenarios where track smoothness is 
relatively good; and PR stands for “poor rail irregularity”, which refers 
to situations where the track smoothness is notably poor. Further details 
on these two types of tracks and the track irregularities will be explained 
in the latter part of this section. 

In actual railway line operations, railway operators determine spe-
cific speed requirements based on factors such as track conditions, 

Table 2 
Train operating conditions contained in the rail vibration database.  

Index Train 
Speed 

Track 
Type 

Track 
Roughness 

Count 

1 120 km/ 
h 

MST GR 

Each working condition 
contains 300 sets of data. 

2 
120 km/ 
h FST GR 

3 
100 km/ 
h 

MST GR 

4 100 km/ 
h 

FST GR 

5 120 km/ 
h 

MST PR 

6 
120 km/ 
h FST PR 

7 
100 km/ 
h 

MST PR 

8 100 km/ 
h 

FST PR 

9 80 km/h MST PR 
10 80 km/h FST PR 
11 60 km/h MST PR 
12 60 km/h FST PR  

Fig. 5. Illustration of the characteristics of the vehicle-track system: (a) characteristic length of the vehicle, (b) monolithic slab tracks (MST), (c) steel spring floating 
slab tracks (FST), (d) height irregularity under good track condition, (e) alignment irregularity under good track condition, (f) height irregularity under poor track 
condition and (g) alignment irregularity under poor track condition. 
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signaling systems, turnout settings, and gradients to ensure train safety 
and on-time arrivals. Additionally, with the aid of advanced technolo-
gies such as Automatic Train Control (ATC), Automatic Train Protection 
(ATP), and Automatic Train Operation (ATO), trains can maintain 
approximately constant speeds in certain sections. Therefore, in the case 
study, four typical train speeds (120 km/h, 100 km/h, 80 km/h, 60 km/ 
h) are considered to study their impacts on rail vibration characteristics 
and rail PEH performance. The characteristic length of the vehicle is 
depicted in Fig. 5(a). More detailed information about vehicle dynamics 
parameters can be found in Table I in Appendix B. 

Track construction and dynamic properties significantly affect train 
operational conditions and performance, as well as rail vibration fre-
quency characteristics. This study considers two typical types of subway 
tracks: monolithic slab tracks (MST) and steel spring floating slab tracks 
(FST). As shown in Fig. 5(b), MSTs consist of rails, fastening systems, 
subgrade, and foundations. With a smaller track structure unit and more 
robust foundation, MSTs can bear larger axle loads and offer higher 
vertical stiffness, thus effectively suppressing lateral and longitudinal 
vibrations and ensuring train stability. FSTs comprise rails, fastenings, 
concrete foundations, and intermediate steel springs. As depicted in 
Fig. 5(c), the steel springs provide high stiffness and durability to 
effectively reduce track noise & vibration and improve subway comfort 
and operational efficiency. Unlike MSTs, FSTs have softer lateral and 
longitudinal dynamic properties, resulting in more noticeable influences 
on the wheel-rail dynamic response. Table II in Appendix B lists the 
dynamic parameters associated with the two types of tracks. 

The geometric state of tracks exhibits noticeable randomness due to 
various influencing factors, including rail initial bending, wear, damage, 
uneven sleeper spacing, inconsistent mass, uneven subgrade grading and 
strength, loosening, pollution, uneven settlement of plate-structure 
subgrade, and stiffness variations [1]. These factors collectively consti-
tute the random characteristics of track irregularity. Various track ir-
regularities found on actual lines result from the superposition of 
random irregular waves with different wavelengths, phases, and am-
plitudes, creating a complex random process related to track mileage. 
Generally, the power spectral density (PSD) function is the most 
important and commonly used statistical function to describe track ir-
regularity as a stationary random process. The derived track spectrum 
can clearly display the relationship between irregularity magnitude and 
frequency. However, in the nonlinear vehicle-track coupled dynamic 
model employed in this study, system excitation uses a time-domain 
input to facilitate numerical solving. Therefore, it is necessary to 

convert the track random irregularity PSD function into space-domain 
samples of track irregularity that vary with track mileage. An algo-
rithm based on equivalent frequency-domain power spectra is employed 
for this conversion [1]. First, the amplitude and random phase of the 
track spectrum are determined from the track random irregularity PSD. 
Then, the inverse Fourier transform (IFFT) is used to obtain time-domain 
simulation samples of track irregularity. The American Class 6 track 
irregularity spectrum is adopted to replicate the general state of railway 
track, with a considered wavelength range spanning from 0.5 m to 50 m. 
Based on this, this study incorporates short-wave irregularities 
measured on railways to create two composite track geometry irregu-
larity states:  

• The first composite state incorporates the American Class 6 track 
irregularity spectrum along with short-wave components ranging 
from 0.05 m to 0.99 m, corresponding to the GR condition in 
Table 2. The space-domain samples of track irregularity converted 
from the combined frequency-domain PSD are illustrated in Figs. 5 
(d) and (e), depicting the height and alignment irregularities of the 
track, respectively.  

• The second composite state introduces short-wave components 
ranging from 0.01 m to 0.99 m into the American Class 6 track ir-
regularity spectrum, corresponding to the PR condition in Table 2. 
The converted composite track irregularity space-domain samples 
are depicted in Figs. 5(f) and (g), which showcase the height and 
alignment irregularities of the track, respectively, after the amal-
gamation of these components. 

4.2. Rail excitations in different scenarios 

Existing research on rail vibration energy harvesting typically fo-
cuses on the PEH design based on data from a specific location on the rail 
under a particular operating condition. Alternatively, most of those 
studies involve excessive model simplification of the vehicle-track sys-
tem. In those works, the dominant frequency of rail vibration can be 
clearly distinguished in the spectrum, enabling the easy alignment of the 
PEH natural frequency with the rail’s principal frequency. However, this 
method overlooks the variability and complexity of the track vibration 
spectrum in real train operation scenarios. Based on the vehicle-track 
spatial coupled dynamic model established in Section 3.2, this paper 
calculates the vibration acceleration data of the rail under 3600 oper-
ating conditions (each rail vibration acceleration data is defined as an 

Fig. 6. Statistical analysis of peak vibration accelerations in the time domain.  
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Fig. 7. Typical rail vibration responses in the (a) time and (b) frequency domain.  

Fig. 8. Frequency-domain statistical analysis of rail vibration datasets from perspectives of (a) amplitude and (b) vibrational energy.  
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‘event’ in this work). These calculations are to thoroughly investigate 
the impacts of train speed, track structure types, and track geometry 
irregularity wavelength on the rail vibration frequency and the PEH 
performance. Prior to optimizing the PEH, it is essential to analyze the 
characteristics of rail vibration, which is the input excitation for the 
PEH, and to understand the characteristics under different operating 
conditions. 

Fig. 6 provides a statistical analysis of 12 types of rail vibration data 
in the database, depicted as violin plots, from the perspective of peak 
vibration values in the time domain. Within each violin plot in Fig. 6, the 
width signifies data density, indicating more data points where it is 
broad and fewer where it is narrow. A horizontal line within each violin 
represents the median of the data. The four data sets with a blue back-
ground correspond to the four conditions with better track smoothness. 
The peak values are to read from the blue Y-axis on the left. The eight 
data sets with a pink background correspond to eight conditions with 
worse track smoothness. The vibration peak values are to read from the 
orange Y-axis on the right. From the speed perspective, regardless of the 
type of track or track smoothness, the rail vibration acceleration in-
creases as the train speed increases. For instance, when speed increases 
from 60 km/h to 120 km/h on a FST under poor smoothness, the average 
vibration acceleration increases from 212.26 m/s2 to 488.82 m/s2, more 
than doubling in value. Considering the type of track, no significant 
difference in vibration acceleration is noted between the FST and the 
MST across all speed levels. For example, given the vehicle speed is 100 
km/h, the average vibration acceleration for the FST is 184.67 m/s2, 
while the MST is 179.50 m/s2, exhibiting a pretty minor difference. 
Regarding track smoothness, for the same type of track and speed level, 
the vibration acceleration of tracks with poor smoothness (PR) is 
generally higher than that of tracks with good smoothness (GR). For 
example, at a speed of 120 km/h for a FST, the average vibration ac-
celeration for the PR track is 488.82 m/s2, while the GR one is 265.42 
m/s2. The difference is remarkably large. 

Fig. 7 presents the time-history and frequency-domain curves of the 
rail vibration data for two typical events. It is noteworthy that the two 
typical sets of rail vibration data shown in Fig. 7(a) and (b), respec-
tively, correspond to the median amplitude data under two types of 
conditions at a speed of 120 km/h and MST conditions. The unevenness 
of the track significantly affects the rail vibration amplitude. Thus, a 
double Y-axis graph (Fig. 7(a)) is used to plot the rail vibration accel-
eration time series curve. The blue curve represents the rail vibration 
acceleration with better track smoothness. Its amplitude is to be read 
from the blue coordinate axis on the left. Compared to the rail vibration 
acceleration data for poor track smoothness (the orange curve), the 
maximum amplitude of the former case is 25.83 m/s2, which is signifi-
cantly smaller than that of the latter, 479.37 m/s2. The logarithmic 
frequency spectrum curve plotted in Fig. 7(b) shows that the two data 
sets have similar vibration amplitudes within the low frequency of 80 
Hz. However, when the frequency is higher, the rail vibration amplitude 
under poor track smoothness is significantly higher than that under good 
track smoothness. This is because the shorter track unevenness induces 
more severe wheel-rail interactions. In addition, it can be observed that 
the spectrum data corresponding to the blue color significantly de-
creases after 666.67 Hz. This is because the shortest wavelength of track 
unevenness is limited to 0.05 m. Given a vehicle speed of 120 km/h, a 
rough calculation by f = v/l tells that the track unevenness cannot 
stimulate higher-frequency rail vibration. 

Understanding the excitation frequency distribution can help better 
design the geometric parameters of the PEH. Using Fourier transforms, 
the time-history rail vibration acceleration data can be converted to the 
frequency domain, as shown in Fig. 8(a). Data in the database are 
divided into 12 types, each containing 300 sets of data. From the figure, 
we can observe that the amplitude in the high-frequency area of the 
spectrum corresponding to the first four event types is very small. This is 
because the smallest track irregularity wavelength used in the simula-
tion is 0.05 m, which cannot stimulate higher frequency vibrations. In 

contrast, the data corresponding to the other eight event types within a 
shorter wavelength range have more energy concentrated in the high- 
frequency range. The floating slab track has richer frequency domain 
components in the low-frequency area for the same train running speed 
and track smoothness. However, during the actual vibration energy 
harvesting process, the mass does not “like” to shake at high oscillation 
frequencies, and the mass impedance increases with frequency. There-
fore, before designing PEH, it is necessary to understand the vibration 
energy distribution in the frequency domain. 

By substituting Hooke’s law for k (k = F/x) and Newton’s second law 
for F (F = ma), and converting from displacement to acceleration (x =

ca/f2), where c is a constant for conversion, we can find the total energy 
of vibration [72], 

ETotal = c
ma2

2f 2 (13)  

where c = 1 if using SI units, m = Mass in kg (total mass of the vibrating 
object, in this section m = 1, to calculate the rail vibration energy per 
unit mass), a is the rail vibration acceleration in m/s2, and f is the fre-
quency in Hz. The distribution of calculated rail vibration energy is 
shown in Fig. 8(b). The vibration energy of each data group mainly 
concentrates in the low-frequency area below 100 Hz, which un-
derscores the importance of low-frequency vibration energy harvesting. 
Similarly, it can also be observed that the rail has very little high- 
frequency vibration when the track is in a good state, and the data 
corresponding to the FST concentrates more in the low-frequency area. 
These phenomena are consistent with Fig. 8(a). 

By incorporating the complexities of train speed, track type, and 
track irregularity, this study provides a more comprehensive under-
standing of rail vibration characteristics and their effects on PEH per-
formance. Consequently, this research will enable the development of 
more effective PEH designs that better account for the variability and 
complexity of real-world train operation scenarios, ultimately 
improving energy harvesting capabilities. 

Furthermore, our analysis of rail vibration excitations reveals that 
peak accelerations can reach as high as 700 m/s2 under poor rail con-
ditions. To ensure that the optimized PEH operates within the safe 
regime, a comprehensive safety verification was conducted for each 
excitation event during the optimization process. For demonstrative 
purposes in the work, we specifically focused on the scenario exhibiting 
the highest peak acceleration within the rail vibration database. The 
optimized PEH configuration for this extreme case was established with 
the following parameters: Ls = 0.058303 m, l = 0.793816, h = 0.968910, 
bs = 0.006106, w = 0.966345, and Mt = 0.013970 kg. This particular 
scenario, with a peak acceleration of 700.986 m/s2 and a RMS accel-
eration of 38.926 m/s2, served as a critical test case. Our detailed stress 
and strain analysis, especially at the root of the PEH where maximum 
stress and strain are typically observed, validated the structural integrity 
of the design. The simulation results indicated that the maximum stress 
at the root reached 158.84 MPa with a corresponding peak strain of 4.82 
× 10− 4, well below 60% of the material ultimate limits. Additionally, 
the maximum displacement observed at the free end of the beam was 
7.31 mm under these high-intensity excitations, confirming the safety 
and robustness of the PEH in operation. These findings not only 
demonstrate the resilience of our model against high-impact events but 
also underscore the reliability of our optimized PEH design in main-
taining structural integrity under extreme operational conditions. 

5. Results and performance evaluation 

5.1. Cluster analysis results 

The proposed event-driven optimization strategy aims to search for 
candidates to maximize the harvested energy and determine appropriate 
PEH parameters under different operating conditions by considering 
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various characteristics of the subway lines. In Section 4, we have 
considered 12 types of track conditions, amounting to 3600 events, as 
representative data to characterize the vibration features of the rail in 
different scenarios and under different conditions. We used six design 
parameters to characterize the PEH geometry: substrate length Ls∈[58, 
100] mm, the dimensionless piezoelectric layer length l∈[0.4, 1], the 
dimensionless piezoelectric layer thickness h∈[0.3, 1], the substrate 
width bs∈[4, 20] mm, the dimensionless piezoelectric layer width w∈

[0.4, 1], and the concentrated mass at the free end of the piezoelectric 
cantilever beam Mt∈[0,10] g. Other parameters of the PEH are listed in 
Table 3. 

The optimization was performed separately for the 3600 events using 

the PSO algorithm. We determined the optimal parameters of the PEH 
that can maximize the output energy density in each event. As a result, 
3600 optimal geometries were obtained. It should be noted that the 
optimal resistance in each event is different during the optimization 
processes. The optimization problem involves 6 design variables, and 
the energy density is the figure of merit we use to evaluate the perfor-
mance of the PEHs. Therefore, we plotted the 7 × 7 subplots, as shown in 
Fig. 9, to help better understand the distribution of the obtained optimal 
PEH parameters and their corresponding energy densities. The nuclear 
density scatter plots in the upper off-diagonal of Fig. 9 demonstrate the 
two-dimensional distribution of any two variable combinations, where 
the area in deeper orange indicates denser distribution. The curves on 
the main diagonal describe the distribution of each variable within the 
value space. The contour heat maps in the lower off-diagonal describe 
the probability density distribution, with deeper colors indicating higher 
probability densities. The circles and ellipses indicate the shape of the 
data distribution in the two-variable space. The more compact the circle 
or ellipse, the stronger the correlation between the two variables. The 
major axis direction of the ellipse indicates the direction of correlation 
between the variables. A horizontal/vertical ellipse indicates a weak 
correlation; an oblique ellipse indicates a positive/negative correlation. 
These graphs can help us understand the relationship between two 
variables and the data distribution within these two variable spaces. 

From the curves on the main diagonal of Fig. 9, we can see that after 

Table 3 
Properties of cantilever substrate, piezoelectric transducer.  

Properties Cantilever substrate Piezoelectric element 

Material Copper MFC M2814-P2 
Length (mm) To be optimized To be optimized 
Width (mm) To be optimized To be optimized 
Thickness (mm) To be optimized 0.3 
Mass density (kg/m3) 8960 5440 
Young’s modulus (GPa) 110 30.336 
Permittivity (F/m) – 1.3281 × 10− 8 

Piezoelectric constant (pm/V) – − 170  

Fig. 9. Optimal PEH geometries for 3600 events in the rail vibration dataset.  
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PSO optimization, the variables primarily converged to some interme-
diate values in their design spaces. The subplot (2,2) of Fig. 9 shows the 
distribution of the substrate beam length after optimization. The sub-
strate beam length tends to take values near the lower limit of the design 
space. The subplot (3,3) demonstrates the optimized piezoelectric 
coverage ratio by the PSO algorithm. According to the PSO algorithm, 
covering the entire substrate beam with piezoelectric materials is un-
necessary. This is because stresses in the piezoelectric cantilever beam 
mainly concentrate at the clamped root, and covering the segment near 
the free end is not cost-effective. Similarly, subplots (4,4) and (5,5) 
demonstrate the optimized dimensionless piezoelectric layer thickness 
and the substrate beam width. The optimal values are obtained at the 
intermediate, and the multiple peaks on the curve indicate the existence 
of local optimum. The subplot (6,6) shows the optimized dimensionless 
piezoelectric layer width by the PSO algorithm. The optimized dimen-
sionless piezoelectric layer width is almost 1 in most events, indicating 
that the larger the coverage rate of the piezoelectric layer in the width 
direction, the better the energy harvesting performance. Finally, it is 
worth noting that in the subplot (7,7), the optimized concentrated mass 
does not exhibit a significant positive correlation with the objective 
function. However, the optimal value falls in the middle of the design 
interval. 

Using the K-Means method, we grouped the 3600 sets of optimal 
solutions for different events into clusters. Moreover, we used the 

Silhouette Coefficient as the metric to measure the clustering goodness. 
It offers insights into how well the data were clustered and the perfor-
mance of the clustering model even in the absence of labels. By calcu-
lating the Silhouette Coefficient, the optimal k value was found to be 3, 
which suggests grouping the data into 3 clusters. Similarly, a matrix 
diagram can be used to illustrate the distribution of the six optimized 
variables in the value space for each cluster after clustering analysis, as 
shown in Fig. 10. The sub-graphs on the primary diagonal line use or-
ange, green, and blue curves to characterize the distribution of the 
optimized variables in the three clusters. The orange curve corre-
sponding to the Cluster 1 distribution contains the most optimized cases, 
followed by green and blue curves representing Cluster 2 and 3 distri-
butions. Recalling the peaks of the curves on the main diagonal in Fig. 9 
and comparing them with the results in Fig. 10, we can understand that 
those peaks indicate different cluster features identified by the clus-
tering analysis. The differences in the three distributions provide evi-
dence for the effectiveness of clustering analysis. 

The clustering analysis has divided the 3600 rail vibration events 
into three clusters. To identify the essential features of each cluster for 
guiding the design of the PEH under different operating conditions, it is 
necessary to first figure out how the excitation events are distributed. 
The bubble chart in Fig. 11 shows the distributions of the three clusters 
and the corresponding 12 excitation types. The bubble size indicates 
how many times the event occurs, i.e., the larger the bubble, the more 

Fig. 10. Multivariate distribution and correlation analysis with clustering in parameter space.  
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often the event occurs. The x-axis represents different excitation types, 
and the y-axis represents different clusters. Thus, it is clear that the 
events with good track smoothness and lower vehicle operating speeds 
mainly drop into Cluster 1. In Cluster 2, the distributions of the 12 event 
types are relatively uniform. In comparison, events with poor track 
smoothness and higher speeds are relatively less common in this cluster. 
In contrast, the cases of Cluster 3 are mainly events with poor track 
smoothness and higher vehicle operating speeds. A notable observation 
is the absence of events in Cluster #3 for the “60km/h MST PR” con-
dition. Likewise, Cluster #3 displayed a scarcity of events for the 
“60km/h FST PR” condition. These findings strongly suggest that Clus-
ters #1 and #2 outperform Cluster #3 substantially when it comes to 
these particular conditions. Given the frequency domain analysis of the 
rail vibration excitation in Figs. 8(a) and (b), the clustering analysis 
results can be understood as the differences in rail vibration energy 
distribution caused by the train operating speeds and the irregularities 
of the track. The PEH optimization design is to maximize the output 
energy density by tuning its natural frequency. Therefore, the differ-
ences in the frequency spectra of the excitation events directly affect the 
clustering analysis results. 

5.2. Performance evaluation and validation 

In practice, we expect to have several representative PEHs that can 
deal with most events in different clusters. On the other hand, it is 
almost infeasible to design one PEH for each event or perform an opti-
mization study in long-time windows due to limited computational re-
sources. To overcome this limitation, in this section, we choose the 
design at the centroid of each cluster as the representative to tackle the 
events in that cluster. In the studies of this work, the respective centroids 
corresponding to the 3 clusters are listed in Table 4. 

The three representative candidates are tested under the basic exci-
tation of 1 m/s2, and their corresponding voltage FRF responses are 
shown in Fig. 12. The resonant frequencies of the three representative 
candidates are highlighted by color blocks. The electrical resistances are 
swept, and the optimal one that maximizes the FRF peak at the funda-
mental resonant frequency is used. Specifically, the optimal resistances 
for these three candidates are 628, 215, and 118kΩ, respectively. As 
shown in Fig. 12, Candidate #1 and #2 have three resonant frequencies 
below 1000 Hz. The first three resonant frequencies of Candidate #1 are 
13.39, 231.76, and 701.96 Hz, and those of Candidate #2 are 38.05, 
324.34, and 977.28 Hz. Candidate 3 has only two resonant frequencies 
below 1000 Hz, which are 48.17 Hz and 467.68 Hz. The resonant fre-
quencies of the three chosen candidates follow an ascending sequence in 
the expected pattern. Most excitation events in Cluster #1, including 
Candidate #1, are with good track smoothness or lower train operating 
speeds. Thus, the corresponding rail vibration excitation frequencies are 
relatively low. Conversely, the rail vibration excitation frequency in the 
event of Candidate #3 is relatively high due to the high train speed. 
Hence, the fundamental resonant frequency of the optimized PEH is 
accordingly high. 

Fig. 11. The event distribution of different types in the clusters.  

Table 4 
Geometry configurations of selected candidates.  

Candidate Ls /mm l (Lp/Ls) h (hp/hs) bs /mm w (bp/bs) Mt /g 

1 69.05 0.78 0.94 8.15 0.82 9.30 
2 66.51 0.69 0.65 11.88 0.71 2.93 
3 59.59 0.75 0.55 13.78 0.93 5.00  

Fig. 12. Voltage FRF of the three PEH candidates.  
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The three representative candidates are tested using twelve groups of 
validation data sets, which corresponded to the twelve types of events in 
Section 4. Each validation data set contains 100 rail vibration acceler-
ation data. The time-history voltage outputs of the three PEHs are shown 
in Fig. 13. Moreover, the RMS voltage and power outputs of the three 
candidates are summarized in Tables 5–6. As shown in Fig. 13(a)-(d), 
the three candidates have remarkably large voltage outputs under the 
four conditions with good track irregularities. It can be seen that the 
voltage output corresponding to the condition with a speed of 120 km/h 
is significantly larger than the one corresponding to 100 km/h. When 
the train runs at 120 km/h on a monolithic slab track with a good track 

irregularity condition, the transient peak voltage of Candidate #2 rea-
ches a maximum of 15.19 V, followed by Candidate #1 with a peak 
voltage of 12.34 V. The maximum peak voltage of Candidate #3 is only 
8.90 V. When the train runs at the same speed on a floating slab track 
with good track smoothness, the voltage performance of the three PEHs 
is similar to that on the monolithic slab track. However, when the train 
speed decreases to 100 km/h, Candidate #1 achieves the maximum 
transient voltage output, as shown in Fig. 13(c)-(d). Fig. 13(e)-(h) show 
the voltage outputs of the three PEHs when the track irregularity is poor 
and the vehicle speed is high. Due to the significant increase in the 
excitation amplitude, the voltage outputs of the three PEHs are 

Fig. 13. Time-history voltage outputs of selected candidates in continuous energy generation.  

Table 5 
Root mean square output voltage across diverse event types (Unit: V).  

Event type 120 km/ 
h MST 
GR 

120 km/ 
h FST 
GR 

100 
km/h 
MST 
GR 

100 
km/h 
FST GR 

120 km/ 
h MST 
PR 

120 km/ 
h FST 
PR 

Candidate 
#1 

1.235 1.623 1.131 1.545 4.110 4.352 

Candidate 
#2 

2.112 2.723 0.711 0.976 7.129 6.990 

Candidate 
#3 2.728 4.280 1.164 1.874 19.937 21.362 

Event type 
100 km/ 
h MST 
PR 

100 km/ 
h FST 
PR 

80 km/ 
h MST 
PR 

80 km/ 
h FST 
PR 

60 km/h 
MST PR 

60 km/ 
h FST 
PR 

Candidate 
#1 

4.067 4.416 3.895 3.865 1.855 1.996 

Candidate 
#2 

3.807 3.971 4.757 4.803 1.051 1.158 

Candidate 
#3 18.820 20.020 6.934 7.040 0.542 0.861  

Table 6 
Root mean square output power across diverse event types (Unit: mW).  

Event type 120 
km/h 
MST GR 

120 
km/h 
FST GR 

100 
km/h 
MST GR 

100 
km/h 
FST GR 

120 
km/h 
MST PR 

120 
km/h 
FST PR 

Candidate 
#1 0.013 0.022 0.011 0.02 0.144 0.161 

Candidate 
#2 

0.038 0.063 0.004 0.008 0.432 0.415 

Candidate 
#3 

0.063 0.156 0.012 0.03 3.378 3.878 

Event type 
100 
km/h 
MST PR 

100 
km/h 
FST PR 

80 km/ 
h MST 
PR 

80 km/ 
h FST 
PR 

60 km/ 
h MST 
PR 

60 km/ 
h FST 
PR 

Candidate 
#1 

0.141 0.166 0.129 0.127 0.029 0.034 

Candidate 
#2 

0.123 0.134 0.192 0.196 0.009 0.011 

Candidate 
#3 3.01 3.406 0.409 0.421 0.002 0.006  
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significantly increased compared to the previous four. When the train 
speed is 120 km/h on a monolithic slab track with poor track smooth-
ness, the peak voltage output of Candidate #3 reaches a maximum of 
114.22 V, followed by Candidate #2 with a peak voltage of 68.59 V. The 
peak voltage of Candidate #1 is the smallest, only 44.81 V. In other 
words, the peak output voltage of Candidate #3 is 154.90% larger than 
that of Candidate #1. The same phenomenon is observed in Fig. 13(f)- 
(h). The tendencies shown in Fig. 13(i)-(l) are similar to those in Fig. 13 
(a)-(d), and therefore are not repeated here. The above analysis shows 
that the energy harvesting performance of the three differently config-
ured PEHs for tackling different conditions is incredibly different. It is, 
thus, proved that properly configuring the PEH is crucial for railway 
vibration energy harvesting. 

The energy densities of the three candidates under different excita-
tion types are shown in Fig. 14. The three PEHs show advantages under 
different conditions. When the train speed is 120 km/h on a track with 
good irregularity, Candidate #2 generates a higher energy density than 
the other two candidates under all these conditions. Specifically, under 
the condition of 120 km/h on a floating slab track, its energy density 
(1.51 J/kg) far exceeds Candidate #1 (0.68 J/kg) and Candidate #3 
(0.76 J/kg), which indicates that Candidate #2 is more sensitive to 
conditions with high speed and good track smoothness. When the track 
irregularity is poor, the energy density produced by Candidate #3 
significantly increases on monolithic slab tracks and floating slab tracks 
at high speeds (120 km/h and 100 km/h), exceeding the other two 
candidates. Particularly under the condition of 120 km/h on a floating 
slab track, the energy density of Candidate #3 (18.97 J/kg) is much 
higher than Candidate #1 (4.87 J/kg) and #2 (9.95 J/kg). This implies 
that Candidate #3 has stronger adaptability to poor track smoothness 
and high-speed conditions. At low train speeds (80 km/h and 60 km/h) 
on monolithic and floating slab tracks, the energy densities of all three 
candidates decrease. The decreases for Candidates #1 and #2 are 
smaller, and their energy densities are still relatively high. This mani-
fests that Candidates #1 and #2 perform better in collecting vibration 
energy under low-speed conditions. In summary, these results reveal the 
performance characteristics of different PEHs under different condi-
tions, providing important information for us to understand and opti-
mize the design of PEHs. 

6. Conclusions 

In this work, we proposed an event-driven approach to address the 
challenges of enhancing the energy harvesting performance of PEHs in 
the context of railway track vibration scenarios. To achieve this, we first 
utilized a distributed parameter model for partially covered PEHs based 
on the Euler-Bernoulli beam theory. Then, we employed an advanced 

vehicle-track coupled dynamic model to simulate the variability and 
complexity of track vibrations under various real-world conditions, 
encompassing different train speeds, track structure types, and track 
geometry irregularities. Moreover, we introduced a novel event-driven 
enhancement method, wherein we sought optimal PEH designs for a 
large number of specific vehicle-track simulation datasets, each repre-
senting a unique operational condition. Subsequently, we grouped these 
events based on their similarities and selected the centroid design for 
each cluster as the recommended solution to address events within that 
cluster. This streamlined approach significantly reduced the complexity 
of design optimization efforts when dealing with intricate and ever- 
changing scenarios. Notably, this research marks the pioneering intro-
duction of an advanced vehicle-track coupled model into the realm of 
PEH design for railway applications. 

Our study underscores several pivotal observations in the realm of 
piezoelectric energy harvesters for railway tracks:  

(1) Train speed, track type, and irregularities have a substantial 
impact on the characteristics of rail vibration. The distribution of 
short-wave components in track unevenness plays a significant 
role in shaping the rail vibration spectrum. The intricate nature of 
the rail vibration spectrum indicates that designing PEH cannot 
rely solely on simple frequency tuning. 

(2) Using collected energy density as the objective function in opti-
mization aligns more closely with actual application scenarios. 
Despite the complexity of the rail vibration spectra in different 
conditions, the majority of rail vibration energy is concentrated 
within the 100 Hz range. As a result, when optimizing PEHs, 
particular attention should be given to their frequency charac-
teristics in the low-frequency range. 

(3) Cluster analysis methods have been proven effective in classi-
fying optimized variable combinations based on the distinctive 
attributes of rail vibration events. By retracing the event condi-
tions corresponding to each cluster, we can gain a deeper un-
derstanding of the underlying rationale of cluster analysis. 
Moreover, the selection of cluster centroids allows for the rapid 
identification of a limited set of candidate solutions, facilitating 
the effective handling of most events.  

(4) The energy harvesting performance of various PEHs under 
different conditions can exhibit significant variations. In the case 
studies conducted, the energy density produced by three PEH 
configurations differed by up to 389.53%. Therefore, the selec-
tion of an appropriate PEH configuration is of paramount 
importance in the context of railway vibration energy harvesting. 

Overall, the enhancement method proposed in this work signifies a 

Fig. 14. Energy densities of the three representative candidates at different working conditions.  
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versatile solution for harnessing energy across a spectrum of railway 
vibrations. The inherent adaptability of the strategy suggests its poten-
tial to account for challenges arising from curved tracks, varied track 
gradients, different speed profiles, and changes in vehicle suspension 
systems. This approach shows promise especially in scenarios charac-
terized by discrete vehicle and track parameters. While the current study 
focuses on rectangular geometries with constant thickness, foundational 
principles of the method afford it the latitude to accommodate more 
intricate design. Further refinements can be achieved by integrating 
alternative modeling techniques, such as the finite element method and 
the Timoshenko beam-based models, enhancing the modeling accuracy. 
Additionally, both the cluster analysis method and the optimization 
algorithm employed here can be substituted as needed to suit the spe-
cific requirements of different applications. The flexibility of the pro-
posed method paves the way for tailored adaptations in distinct 
applications, cementing the roadmap for future innovations in energy 
harvesting. 
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Appendix A. Vehicle-track coupled dynamic model 

The detailed expressions of Eq. (11) are as follows: 

Mv = diag[Mc Mt1 Mt2 Mw1 Mw2 Mw3 Mw4] (A1)  

M(⋅) = diag
[

m(⋅) m(⋅) m(⋅) I(⋅)x I(⋅)y I(⋅)z
]

(A2)  

Xv = diag[Uc Ut1 Ut2 Uw1 Uw2 Uw3 Uw4 ] (A3)  

U(⋅) = diag
[

x(⋅) y(⋅) z(⋅) ϕ(⋅) β(⋅) ψ (⋅)
]

(A4)  

Fv = [Fvc Fvt1 Fvt2 Fvw1 Fvw2 Fvw3 Fvw4 ]
T (A5)  

Fvc =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

F(F− B)cx −
∑2

i=1

(
F(L+R)2sxi + F(L+R)xsi

)

F(F− B)cy +
∑2

i=1
F(L+R)2syi

F(F− B)cz −
∑2

i=1
F(L+R)2szi + mcg

ds

∑2

i=1
F(L− R)2szi − Hcb

∑2

i=1
F(L+R)2syi

lc

∑2

i=1
( − 1)i− 1F(L+R)2szi − Hcb

∑2

i=1

(
F(R+L)2sxi + F(R+L)sxi

)

lc

∑2

i=1
( − 1)i− 1F(L+R)2syi + ds

∑2

i=1
F(R− L)2sxi + dsc

∑2

i=1
F(R− L)sxi

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A6)  
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Fvti =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

F(L+R)2sxi + F(L+R)xsi −
∑2i

k=2i− 1
F(L+R)1sxi

− F(L+R)2syi +
∑2i

k=2i− 1
F(L+R)1syi

F(L+R)2szi −
∑2i

k=2i− 1
F(L+R)1szi + mtg

− Htw

∑2i

k=2i− 1
F(L+R)1syi + dw

∑2i

k=2i− 1
F(L− R)1szi + dsF(R− L)szi − HbtF(L+R)syi

lt

∑2i

k=2i− 1
( − 1)k− 1F(L+R)1szi − Htw

∑2i

k=2i− 1
F(L+R)1sxi − Hbt

(
F(L+R)2sxi + F(L+R)sxi

)

lt

∑2i

k=2i− 1
( − 1)k− 1F(L+R)1syi + dw

∑2i

k=2i− 1
F(R− L)1sxi + dsF(L− R)2sxi + dscF(L− R)sxi

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(i=1∼2)

(A7)  

Fvwi =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

P(L+R)wxi + F(L+R)1sxi
P(L+R)wyi − F(L+R)1syi

− P(L+R)wzi + F(L+R)1szi + mwg

a0P(L− R)wzi − rLiPLwzi − rRiPRwzi + dwF(L− R)1szi + M(L+R)wxi + Iwiψ̇wi

(

β̇wi − Ω
)

rLiPLwxi + rRiPRwxi + a0ψwiP(L− R)wzi + M(L+R)wyi

a0P(L− R)wxi + a0ψwiP(L− R)wyi + dwF(L− R)1sxi + M(L+R)wzi + Iwyϕ̇wi

(

β̇wi − Ω
)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(i=1∼4)

(A8) 

For the components, Mc, Mt, and Mw refer to the masses of the car body, bogie frame, and wheelset, respectively. I(⋅)x, I(⋅)y, and I(⋅)z denote the inertia 
of the car body, bogie frame, or wheelset along the x, y, and z axes. Hcb, Hbt, and Htw are the heights measured from the car body to the second 
suspension, from the car body to the bogie centroid, and from the bogie centroid to the wheelset centroid, respectively. They satisfy Hcw = Hcb + Hbt +

Htw. Semi-lateral distances for the first and second suspension and yaw dampers are given by dw, ds, and dsc, respectively. lt and lc denote semi-distances 
between bogies and wheelsets. FL1sxj and FR1sxj are the longitudinal forces of the left and right first suspension at the j-th wheelset, with analogous 
expressions for the y and z axes. Similarly, FL2sxi and FR2sxi denote longitudinal forces for the second suspension, and FLxsi and FRxsi for the anti-hunting 
dampers at the i-th bogie. Rotations about the x, y, and z axes are given by ϕ, β, and Ψ , respectively, with v representing train speed and Ω the nominal 
rolling angular velocity of the wheelset. 

According to the principles of beam and rod dynamics, the longitudinal, torsional, lateral, and vertical vibrations of rail are considered simul-
taneously. The axial and torsional vibrations of the rail are regarded as fixed-end constraint rods, and the bending vibrations of the rails are assumed as 
simply supported Euler-Bernoulli beams. 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mr
∂2Xr(x, t)

∂t2 − ErAr
∂2Xr(x, t)

∂x2 = −
∑Nf

i=1
Frsxi(t)δ

(
x − xfi

)
−
∑Nw

j=1
Fwrxj(t)δ

(
x − xwj

)

ρrIr0
∂2ϕr(x, t)

∂t2 − GrIrt
∂2ϕr(x, t)

∂x2 = −
∑Nf

i=1
Me

rsxi(t)δ
(
x − xfi

)
−
∑Nw

j=1
Me

wrxj(t)δ
(
x − xwj

)

ErIrz
∂4Yr(x, t)

∂x4 + mr
∂2Yr(x, t)

∂t2 = −
∑Nf

i=1
Frsyi(t)δ

(
x − xfi

)
−
∑Nw

j=1
Fwryj(t)δ

(
x − xwj

)

ErIry
∂4Zr(x, t)

∂x4 + mr
∂2Zr(x, t)

∂t2 = −
∑Nf

i=1
Frszi(t)δ

(
x − xfi

)
+
∑Nw

j=1
Fwrzj(t)δ

(
x − xwj

)

(A9)  

where ErAr, ErIry, ErIrz, and GrIrt are the axial stiffness, vertical bending stiffness, lateral bending stiffness and torsional stiffness of the rail, respectively; 
Ir0 is the polar moment of inertia of the rail; mr is the mass of the rail per unit length; ρr is the mass density; xfi and xwj are the positions of the i-th 
fastener and j-th wheelset, respectively; Nf and Nw are the total numbers of fasteners and wheelsets, respectively; Frsxi, Frsyi, and Frszi are the longi-
tudinal, lateral and vertical forces between rail and track slab, respectively; Me

rsxi and Me
wrxj are the equivalent moments on the rails of the forces caused 

by the fasteners and the wheel-rail, respectively. 

Appendix B. Vehicle-track system dynamic parameters  

Table I 
Main parameters of the subway Vehicle.  

Parameter Vehicle Unit 

Mass of car body/bogie frame/wheelset 34,400/2722/1350 kg 
Mass moment of inertia of car body about x / y / z axis 112/862/783 t⋅m2 

Mass moment of inertia of bogie frame about x / y / z axis 1260/1600/2810 kg⋅m2 

Mass moment of inertia of wheelset about x / y / z axis 856/114/872 kg⋅m2 

Vertical/Lateral/Longitudinal stiffness of primary suspension 1.32/5.6/7.66 MN/m 
Vertical/Lateral/Longitudinal damping of primary suspension 52.6/0/0 kN⋅s/m 

(continued on next page) 
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Table I (continued ) 

Parameter Vehicle Unit 

Vertical/Lateral/Longitudinal stiffness of secondary suspension 0.38/0.18/0.18 MN/m 
Vertical/Lateral/Longitudinal damping of secondary suspension 13.9/4.6/4.6 kN⋅s/m 
Semi-longitudinal distance between wheelsets in a bogie 7.85 m 
Semi-longitudinal distance between bogie frames 1.25 m 
Semi-transverse distance between primary/secondary suspension 0.965/0.925 m 
Nominal rolling radius of wheel 0.42 m   

Table II 
Main parameters of the track.  

Component Parameter Value Unit 

Fastener 
(MST, FST) 

Fastener spacing 0.6 m 
Vertical/Lateral/Longitudinal stiffness 30/25/25 MN/m 
Vertical/Lateral/Longitudinal damping 25/25/25 kN⋅s/m 

Slab 
(FST) 

Length/Width/Thickness 25.2/3.3/0.4 m 
Density 2500 kg/m3 

Elastic modulus 36,000 MPa 
Poisson’s ratio 0.25 – 

Steel spring 
(FST) 

Horizontal/ Longitudinal spacing 1.89/1.2 m 
Vertical/Lateral/Longitudinal stiffness 6.6/4.9/4.9 MN/m 
Vertical/Lateral/Longitudinal damping 10/10/10 kN⋅s/m  
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